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Part I
Retrieval-Augmented Generation:

What is it?
- and - 

Why do we need it?



LLMs are incredibly powerful…
…BUT

Required 
information did 
not exist before 

cut-off date
(September ‘21)

Required 
information 

was not part 
of the 

training data



Why we need RAG

To utilize the power of LLMs on
data/knowledge that was not 
part of the LLM’s training data



(from a RAG pipeline on deepset Cloud documentation)



Why not fine-tune a custom LLM?

Obsolescence

New data?
Fine-tune again!

Invisible
Hallucination

How do I know if the 
model’s making 
information up?

Cost

Annotation labor!
Fine-tuning!
Inferencing!



RAG - What is it?



What is Retrieval-Augmented Generation (RAG)?

Text
Data

User
Query

Retriever
Retrieved

Documents

LLM Prompt
Answer the following 
question using only the 
information provided.

<RETRIEVED DOCS>

<USER QUERY>

LLM

LLM
Response



Buckle up: A real life example

https://www.zeit.de/beta/fragen-sie-zeit-online-news

https://www.zeit.de/beta/fragen-sie-zeit-online-news


Some advantages of RAG over LLM fine-tuning

Data-Flexible

No need for 
constant 

fine-tuning.

Check Your 
Sources

Retrieved 
documents = 
reference for 
hallucination 

detection.

Cheaper and 
Easier

Quick setup. No 
fine-tuning labor 
and money costs. 
Inferencing often 

cheaper.



RAG in Haystack: What’s Haystack?

● Fully open-source Python framework for custom LLM applications (and 
other NLP applications).

● Made by deepset
● Provides tools that developers need to build state-of-the-art NLP 

systems.
● Building blocks: Pipelines & Components.

Component 1 Component 2 OutputInput

Pipeline



RAG: The Minimal Pipeline

Retriever PromptNode

PromptTemplate

ResponseQuery

DocumentStore

Pipeline



Part II
Improving RAG setups



Three quick ways to improve your RAG pipeline

Prompt Injection 
Detection

Stop users from 
hijacking your 

pipeline.

Cross-Encoder 
Reranking 

Use powerful 
cross-encoder 

models to improve 
retrieval results.

Hybrid 
Retrieval

Combine vector 
and keyword search 

to get the best of 
both.



Three quick ways to improve your RAG pipeline

Prompt Injection 
Detection

Stop users from 
hijacking your 

pipeline.

Cross-Encoder 
Reranking 

Use powerful 
cross-encoder 

models to improve 
retrieval results.

Hybrid 
Retrieval

Combine vector 
and keyword search 

to get the best of 
both.



What is prompt injection?

Trying to make generative models 
perform undesired (by the product 

owner) actions.



Preventing prompt injection

1. Detect whether input is PI attempt (query classification).
2. If so, return error. Else, proceed.

Open-source PI 
detection model:
deepset/deberta-
v3-base-injection



Adding PI detection to the RAG pipeline

Retriever Prompt
Node

Prompt 
Injection
Classifier

Error

Isn’t

PI

Is PI



Three quick ways to improve your RAG pipeline

Prompt Injection 
Detection

Stop users from 
hijacking your 

pipeline.

Cross-Encoder 
Reranking 

Use powerful 
cross-encoder 

models to improve 
retrieval results.

Hybrid 
Retrieval

Combine vector 
and keyword search 

to get the best of 
both.



Sparse and Dense Retrieval

Sparse (=Keyword) Retrieval

Word counts determine 
similarity between query and 

documents (“bag of 
words”/Tf-idf/BM25).

Dense (= Vector) Retrieval

Neural network converts docs 
and queries into vectors; 

similarity determined by vector 
math (cosine, dot product).

✓Language-agnostic

✓Domain-agnostic

✓Names, abbreviations, 
domain-specific terminology

✓Paraphrase-aware

✓Syntax-aware

✓Sensitive to subtler linguistic 
information



Adding hybrid retrieval to the RAG pipeline

Embedding
Retriever

Prompt
Node

Prompt 
Injection
Classifier

Error

BM25
Retriever

Join
Documents

Is PI

Isn’t 
PI



Three quick ways to improve your RAG pipeline

Prompt Injection 
Detection

Stop users from 
hijacking your 

pipeline.

Cross-Encoder 
Reranking 

Use powerful 
cross-encoder 

models to improve 
retrieval results.

Hybrid 
Retrieval

Combine vector 
and keyword search 

to get the best of 
both.



Bi-encoders vs. cross-encoders

Bi-encoder

Model turns text into vector. 
Similarity between query and 

document determined by 
vector math.

✓Very accurate (with room for 
improvement)

✓Scales well (compute document 
vectors in advance)

Query Document

Bi-encoder

Vector
[u1, u2, u3…]

Similarity Score
(cosine/dot product)

Vector
[v1, v2, v3…]

Bi-encoder



Bi-encoders vs. cross-encoders

Cross-encoder

Query and document sent to 
model together for direct 

comparison. Model outputs 
similarity/confidence score.

✓Significant boost in accuracy

✘Does not scale well

Query Document

Cross-encoder

Similarity Score

✓Great for reranking



Adding cross-encoder reranking to the RAG pipeline

Hybrid
Retrieval

Cross-
Encoder

Query
Classifier

Error

Isn’t

PI

Is PI

Prompt
Node



More ideas to rerank …

RecentnessRanker

Reranks documents by 
introducing bias in 

favor of more recent 
material.

Great for use cases 
where text data might 
contain out-of-date 
information (e.g. news 
articles).

DiversityRanker

Reranks documents to 
maximize semantic 

diversity.

Premise: LLMs perform 
better when presented 
with diverse 
information.



Part III
Getting RAG into production



What’s the Use Case?

Who is 
the end 
user?

What pain 
point(s) are 

we 
addressing? 

Which 
domain are 
we dealing 

with?
Are  there any 

information 
security 

constraints?

What type of 
data are we 

dealing with?



Use case affects everything

Use Case
Business Goal
User Personae
User Workflow

Domain
Text Structure
Language(s)

Security Priorities
Budget

Implementation
Data Preprocessing

Initial Retrieval Setup
(hybrid, embedding-only, etc.)

Retrieval Models
(bi-encoder, cross-encoder)

Extra Reranking
(recentness, diversity, LITM, etc.)

LLM Selection
Prompt Engineering



Domain experts: Worth their weight in gold

Domain experts = People (often non-tech) with data-relevant expertise.
lawyers for legal docs, scientists for biomedical texts, etc.

What They Bring
Domain Knowledge

Pain Point Understanding
User Empathy

A Fresh Perspective
Initiative and Enthusiasm

Involve domain experts early and often!



Q&A
Tutorial: RAG in 

Haystack
Blog: Prompt 

Injection Detection
Tutorial: Hybrid 

Retrieval in Haystack


