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1. MOTIVATION, 

BACKGROUND 

& GOALS

Online hateful content (hate speech) is…

 …potentially more dangerous than offline 

 …accompanied by virality and anonymity 

 …only removed from platforms if users report it

 …mainly studied in English 
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2. DESCRIPTION OF THE MODEL
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3. RESULTS

Metric 0 1

Precision 0.7894 0.7349

Recall 0.7192 0.8023

F1 0.7527 0.7671

Macro F1 0.7599

Twitter data news data

Metric 0 1

Precision 0.7445 0.8280

Recall 0.9498 0.4254

F1 0.8347 0.5620

Macro F1 0.6984

Rank 10 Rank 6



4. CONCLUSION 

& FUTURE 

WORK

 Robust and solid performance of the presented model 

compared to other systems 

 Better performance can be achieved by tailoring the pre-

processing, transformer, etc. towards expected test sets (for 

example: AlBERTo)
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